**Network Game Development**

Report

**Architecture**

The application is a multiplayer 2D fight game developed using both client-server and peer-to-peer network architectures.

The first one has been implemented for the matchmaking system, which allows the players to connect to a known server lobby to wait for second opponent.  
When two players are connected to the lobby, these establish a peer-to-peer connection between them.

The matchmaking client-server network structure has been chosen taking into account the number of clients expected to connect simultaneously: when two player connect to the lobby, the server sends them their reciprocal information to establish their own peer-to-peer connection and, after this has been successfully done, the players automatically disconnect from the lobby. This way it’s unlikely to have more than two players in the lobby. Moreover, since the player have to establish a peer-to-peer connection, they both need to know their opponent information, such as IP and port to connect to. The lobby is therefore used to send relevant information to establish the direct connection between players.

The peer-to-peer networking structure has been chosen for the number of players involved: as there are only two players in the game, a peer-to-peer architecture is ideal as players can directly communicate their information without having to pass through a server, which would increase the communication latency. For this reason, even considering peer-to-peer poor scalability in terms of number of players involved, this type of architecture is ideal for the type of application developed.

**Protocols**

The application-layer has been split in two parts, which are the Server-lobby application and the peer-to-peer player application.

The Lobby has been designed to automatically detect new players connected. The player and the lobby exchange packet every frame, making sure they are both online. Few information are sent in these packets, such as player IP and port, player ID, character sprite chosen and a string used as match trigger. The string value is changed when there are two plyers in the lobby: when both players are ready to fight, the lobby sends them both a “clientready” string, which makes the game start.

When the game starts, the two players both sends their own data to each other every frame to detect disconnected players. Packets are structured as following:

|  |
| --- |
|  |

struct PlayerInfo

{

float timestamp;

int health;

sf::Vector2f position;

bool isAttacking;

bool isMovingLeft;

bool isMovingRight;

bool jumping;

bool isDamaging;

};

These packets are used to send the current state of player to opponent, for it to update their copy according to data received. States will be “converted” to simulated corresponding input, to perform a movement, attack or jump.

The protocol chosen for Transport-layer is TCP/IP.   
TCP has been preferred over UDP for few reasons:

1. Packet order: as the type of game relies on the order in which the actions are performed, TCP has been preferred as it guarantees correct order of packet delivery
2. Performances: even though UDP has lower overhead, when there is no packet loss they both perform well [1]
3. Implementation simplicity: TCP is simpler to implement than UDP, as it doesn’t require custom handling of packet loss recovery.

**API**

SFML 2.5 has been used to develop the game. This API has been chosen for its simplicity of use, detailed documentation and flexible capabilities.

SFML has a built-in Network module, which is user-friendly and guarantees flexible implementation of protocols. Moreover, it is ideal for 2D games as the Sprite and Input management are straightforward and well documented.

**Integration**

As previously discussed, the application is split in two networking architecture, each dedicated to a specific feature.

Matchmaking Server Integration

The server-lobby is a simple application that detects new incoming connections and check how many clients are currently connected.  
This is done using SFML *Selector* to accept incoming connection and switch between clients to send and receive packets from them and check these are still connected to lobby.

|  |
| --- |
| if (selector.wait())  {  if (selector.isReady(listener))  {  clients.emplace\_back();  if (listener.accept(clients.back().socket) != sf::Socket::Done)  {  clients.pop\_back();  }  else  {  clientCounterID++;  clients.back().clientID = clientCounterID;  selector.add(clients.back().socket);  }  }  } |

The player has to manually connect to the lobby by inserting the IP and port of the dedicated server that needs to be open. If the player can’t connect to the server, a “Server not found” message will be shown and the player can type again the information needed to establish the connection.   
When the player successfully connects to lobby, they exchange packet with information such as player ID, sprite ID, IP and port

|  |
| --- |
| packet >> clientID >> s >> opponentIp >> opponentPort >> myPort >> opponentSpriteID; |

The value “s” sent in the packet is a state string. This value is changed to “clientready” when two clients are both connected to the lobby.   
When this happens, the lobby also sends opponent’s information to both players, to make them possible to establish a peer-to-peer connection.

Now the players disconnect from lobby and the game starts.

Game Peer-to-Peer Integration

When players initialise their respective game instances, Player 1 listens first while Player 2 tries to connect. When this first connection has been established, Player 1 will then try to connect to Player 2, which is now listening at its port.

After the connection has been successfully established, the two players both update their own world copies based on the data they exchange. This operation is done in the main Update game loop method, where the animation and movement of the owning player are updated along with opponent’s information.

Similarly to connection establishment step, players send and receive packets based on their IDs: Player 1 sends the its packet first and Player 2 receives it, then Player 2 sends its packet and Player 2 receives it.

**Player 1 Player 2**

**Player 1 Player 2**

After packets have been received, their timestamps are compared, with a 100ms accuracy, to determine whether players are desynchronised (if this happens, the *Prediction* algorithm will be called). Players then update their copy of opponent player based on data received.

Packets are also used to detect if opponent disconnected at any point in the game. If this occurs, the player will go back to lobby screen to connect to server lobby again.

**Prediction**

A Linear Model prediction has been implemented, taking into account the last two position (x and y) and timestamp messages received and stored in appropriate *std::vector*.

The formula used is the following:

This model has been chosen as the most appropriate in this context as it provides a fairly accurate prediction with low computational cost. The type of movement of the players themselves are linear most of the time, combined with jumps when required, and the linear prediction keeps the player movement plausible.

No interpolation technique has been implemented.

**Testing**
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